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Regular expressions are a classical concept in formal language theory. Regular expressions in programming languages (RegEx) such as JavaScript, feature non-standard semantics of operators (e.g. greedy/lazy Kleene star), as well as additional features such as capturing groups and references. While symbolic execution of programs containing RegExes appeals to string solvers natively supporting important features of RegEx, such a string solver is hitherto missing. In this paper, we propose the first string theory and string solver that natively provides such support. The key idea of our string solver is to introduce a new automata model, called prioritized streaming string transducers (PSST), to formalize the semantics of RegEx-dependent string functions. PSSTs combine priorities, which have previously been introduced in prioritized finite-state automata to capture greedy/lazy semantics, with string variables as in streaming string transducers to model capturing groups. We validate the consistency of the formal semantics with the actual JavaScript semantics by extensive experiments. Furthermore, to solve the string constraints, we show that PSSTs enjoy nice closure and algorithmic properties, in particular, the regularity-preserving property (i.e., pre-images of regular constraints under PSSTs are regular), and introduce a sound sequent calculus that exploits these properties and performs propagation of regular constraints by means of taking post-images or pre-images. Although the satisfiability of the string constraint language is generally undecidable, we show that our approach is complete for the so-called straight-line fragment. We evaluate the performance of our string solver on over 195,000 string constraints generated.
from an open-source RegEx library. The experimental results show the efficacy of our approach, drastically improving the existing methods (via symbolic execution) in both precision and efficiency.
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1 INTRODUCTION

In modern programming languages—such as JavaScript, Python, Java, and PHP—the string data type plays a crucial role. A quick look at the string libraries for these languages is enough to convince oneself how well supported string manipulations are in these languages, in that a wealth of string operations and functions are readily available for the programmers. Such operations include usual operators like concatenation, length, substring, but also complex functions such as match, replace, split, and parseInt. Unfortunately, it is well-known that string manipulations are error-prone and could even give rise to security vulnerabilities (e.g. cross-site scripting, a.k.a. XSS). One powerful method for identifying such bugs in programs is symbolic execution (possibly in combination with dynamic analysis), which analyses symbolic paths in a program by viewing them as constraints whose feasibility is checked by constraint solvers. Together with the challenging problem of string analysis, this interplay between program analysis and constraint solvers has motivated the highly active research area of string solving, resulting in the development of numerous string solvers in the last decade or so including Z3 [de Moura and Bjørner 2008], CVC4 [Liang et al. 2014], Z3-str/2/3/4 [Berzish et al. 2017; Berzish, Murphy 2021; Zheng et al. 2015, 2013], ABC [Bultan and contributors 2015], Norn [Abdulla et al. 2014], Trau [Abdulla et al. 2017, 2018; Bui and contributors 2019], OSTRICH [Chen et al. 2019], S2S [Le and He 2018], Qzy [Cox and Leasure 2017], Stranger [Yu et al. 2010], Sloth [Abdulla et al. 2019; Holík et al. 2018], Slog [Wang et al. 2016], Slent [Wang et al. 2018], Gecode+S [Scott et al. 2017], G-Strings [Amadini et al. 2017], HAMPI [Kiezun et al. 2012], among many others.

One challenging problem in the development of string solvers is the need to support an increasing number of real-world string functions, especially because the initial stage of the development of string solvers typically assumed only simple functions (in particular, concatenation, regular constraints, and sometimes also length constraints). For example, the importance of supporting functions like the replaceAll function (i.e. replace with global flag) in a string solver was elaborated in [Chen et al. 2018]; ever since, quite a number of string solvers support this operator. Unfortunately, the gap between the string functions that are supported by current string solvers and those supported by modern programming languages is still too big. As convincingly argued in [Loring et al. 2019] in the context of constraint solving, the widely used Regular Expressions in modern programming languages (among others, JavaScript, Python, etc.)—which we call RegEx in the sequel—are one important and frequently occurring feature in programs that are difficult for existing SMT theories over strings to model and solve, especially because their syntaxes and semantics substantially differ from the notion of regular expressions in formal language theory [Hopcroft and Ullman 1979]. Indeed, many important string functions in programming languages—such as exec, test, search, match, replace, and split in JavaScript, as well as match, findall, search, sub, and split in Python—can
and often do exploit RegEx, giving rise to path constraints that are difficult (if not impossible) to precisely capture in existing string solving frameworks. We illustrate these difficulties in the following two examples.

**Example 1.1.** We briefly mention the challenges posed by the replace function in JavaScript; a slightly different but more detailed example can be found in Section 2. Consider the Javascript code snippet

```javascript
var namesReg = /([A-Za-z]+) ([A-Za-z]+)/g;
var newAuthorList = authorList.replace(nameReg, "$2, $1");
```

Assuming authorList is given as a list of ;-separated author names — first name, followed by a last name — the above program would convert this to last name, followed by first name format. For instance, "Don Knuth; Alan Turing" would be converted to "Knuth, Don; Turing, Alan". A natural post condition for this code snippet one would like to check is the existence of at least one "," between two occurrences of ".".

**Example 1.2.** We consider the match function in JavaScript, in combination with replace. Consider the code snippet in Figure 1. The function normalize removes leading and trailing zeros from a decimal string with the input decimal. For instance, normalize("0.250") == "0.25", normalize("02.50") == "2.5", normalize("025.0") == "25", and finally normalize("0250") == "250". As the reader might have guessed, the function match actually returns an array of strings, corresponding to those that are matched in the capturing groups (two in our example) in the RegEx using the greedy semantics of the Kleene star/plus operator. One might be interested in checking, for instance, that there is a way to generate a the string "0.0007", but not the string "00.007".

```javascript
function normalize(decimal) {
    const decimalReg = /^([\d]+)\.?([\d]*)$/;
    var decomp = decimal.match(decimalReg);
    var result = "";
    if (decomp) {
        var integer = decomp[1].replace(/^0+/, ";
        var fractional = decomp[2].replace(/0+$/, ");
        if (integer !== "; result = integer; else result = "0";
        if (fractional !== "); result = result + ";.0" + fractional;
    }
    return result;
}
```

Fig. 1. Normalize a decimal by removing the leading and trailing zeros

The above examples epitomize the difficulties that have arisen from the interaction between RegEx and string functions in programs. Firstly, RegEx uses deterministic semantics for pattern matching (like greedy semantics in the above example, but the so-called lazy matching is also possible), and allows features that do not exist in regular expressions in formal language theory, e.g., capturing groups (those in brackets) in the above example. Secondly, string functions in programs can exploit RegEx in an intricate manner, e.g., by means of references $1$ and $2$ in Example 1.1. Hitherto, no existing string solvers can support any of these features. This is despite the fact that idealized versions of regular constraints and the replace functions are allowed in modern string solvers (e.g. see [Abdulla et al. 2018; Chen et al. 2019; Holík et al. 2018; Liang et al. 2014; Trinh et al.].
In view of the aforementioned limitation of string solvers, what solutions are possible? One recently proposed solution is to map the path constraints generated by string-manipulating programs that exploit RegEx into constraints in the SMT theories supported by existing string solvers. In fact, this was done in recent papers [Loring et al. 2019], where the path constraints are mapped to constraints in the theory of strings with concatenation and regular constraints in Z3 [de Moura and Björner 2008]. Unfortunately, this mapping is an approximation, since such complex string manipulations are generally inexpressible in any string theories supported by existing string solvers. To leverage this, CEGAR (counter-example guided abstraction and refinement) is used in [Loring et al. 2019], while ensuring that an under-approximation is preserved. This results in a rather severe price in both precision and performance: the refinement process may not terminate even for extremely simple programs (e.g. the above examples).

Therefore, the current state-of-affairs is unsatisfactory because even the introduction of very simple RegEx expressions in programs (e.g. the above examples) results in path constraints that can not be solved by existing symbolic executions in combination with string solvers. In this paper, we would like to firstly advocate that string solvers should natively support important features of RegEx in their SMT theories. Existing work (e.g. the reduction to Z3 provided by [Loring et al. 2019]) shows that this is a monumental theoretical and programming task, not to mention the loss in precision and the performance penalty. Secondly, we present the first string theory and string solver that natively provide such a support.

**Contributions.** In this paper, we provide the first string theory and string solver that natively support RegEx. Not only can our theory/solver easily express and solve Example 1.1 and Example 1.2 — which hitherto no existing string solvers and string analysis can handle — our experiments using a library of 98,117 real-world regular expressions indicate that our solver substantially outperforms the existing method [Loring et al. 2019] in terms of the number of solved problems and runtime. We provide more details of our contributions below.

Our string theory provides for the first time a native support of the match and the replace functions, which use JavaScript\(^1\) RegEx in the input arguments. Here is a quick summary of our string constraint language (see Section 3 for more details):

\[
\begin{align*}
\varphi & \equiv x = y \mid z = x \cdot y \mid y = \text{extract}_{i,e}(x) \mid y = \text{replace}_{\text{pat},\text{rep}}(x) \mid \\
& \quad y = \text{replaceAll}_{\text{pat},\text{rep}}(x) \mid x \in e \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \neg \varphi
\end{align*}
\]

where \(e, \text{pat}\) are RegExes, \(i \in \mathbb{N}, x, y, z\) are variables, and \(\text{rep}\) is called the replacement string and might refer to strings matched in capturing groups, as in Example 1.1. Apart from the standard concatenation operator \(-\), we support extract, which extracts the string matched by the \(i\)th capturing group in the RegEx \(e\) (note that match can be simulated by several calls to extract). We also support replace (resp. replaceAll), which replaces the first occurrence (resp. all occurrences) of substrings in \(x\) matched by \(\text{pat}\) by \(\text{rep}\). Our solver/theory also covers the most important features of RegEx (including greedy/lazy matching, capturing groups, among others) that make up 74.97% of the RegEx expressions of [Loring et al. 2019] across 415,487 NPM packages.

A crucial step in the development of our string solver is a formalization of the semantics of the extract, replace, and replaceAll functions in an automata-theoretic model that is amenable to analysis (among others, closure properties; see below). To this end, we introduce a new transducer model\(^1\)JavaScript was chosen because it is relevant to string solving [Hooimeijer et al. 2011; Saxena et al. 2010], due to vulnerabilities in JavaScripts caused by string manipulations. Our method can be easily adapted to RegEx semantics in other languages.
called *Prioritized Streaming String Transducers* (PSSTs), which is inspired by two automata/transducer models: prioritized finite-state automata [Berglund and van der Merwe 2017a] and streaming string transducers [Alur and Cerný 2010; Alur and Deshmukh 2011]. PSSTs allow us to precisely capture the non-standard semantics of RegEx operators (e.g. greedy/lazy Kleene star) by priorities and deal with capturing groups by string variables. We show that extract, replace, and replaceAll can all be expressed as PSSTs. More importantly, we have performed an extensive experiment validating our formalization against JavaScript semantics.

Next, by means of a sound sequent calculus, our string solver (implemented in the standard DPLL(T) setting of SMT solvers [Nieuwenhuis et al. 2006]) will exploit crucial closure and algorithmic properties satisfied by PSSTs. In particular, the solver attempts to (1) propagate regular constraints (i.e. the constraints $x \in e$) in the formula around by means of the string functions ·, replace, replaceAll, and extract, and (2) either detect conflicting regular constraints, or find a satisfiable assignment. A single step of the regular-constraint propagation computes either the post-image or the pre-image of the above functions. In particular, it is crucial that each step of our constraint propagation preserves regularity of the constraints. Since the post-image does not always preserve regularity, we only propagate by taking post-image when regularity is preserved. On the other hand, one of our crucial results is that taking pre-image always preserves regularity: regular constraints are effectively closed under taking pre-image of functions captured in PSSTs. Finally, despite the fact that our above string theory is undecidable (which follows from [Lin and Barceló 2016]), we show that our string solving algorithm is guaranteed to terminate (and therefore is also complete) under the assumption that the input formula syntactically satisfies the so-called *straight-line restriction*.

We implement our decision procedure on top of the open-source solver OSTRICH [Chen et al. 2019], and carry out extensive experiments to evaluate the performance. For the benchmarks, we generate two collections of JavaScript programs (with 98,117 programs in each collection), from a library of real-world regular expressions [Davis et al. 2019], by using two simple JavaScript program templates containing match and replace functions, respectively. Then we generate all the four (resp. three) path constraints for each match (resp. replace) JavaScript program and put them into one SMT-LIB script. OSTRICH is able to answer all four (resp. three) queries in 97% (resp. 91.5%) of the match (resp. replace) scripts, with the average time 1.57s (resp. 6.62s) per file. Running ExpoSE [Loring et al. 2019] with the same time budget on the same benchmarks, we show that OSTRICH offers a 8x–18x speedup in comparison to ExpoSE, while being able to cover substantially more paths (9.6% more for match, 49.9% more for replace), making OSTRICH the first string solver that is able to handle RegExes precisely and efficiently.

**Organization.** In Section 2, more details of Example 1.1 are worked out to illustrate our approach. The string constraint language supporting RegExes is presented in Section 3. The semantics of the RegEx-dependent string functions are formally defined via PSSTs in Section 4. The sequent calculus for solving the string constraints is introduced in Section 5. The implementation of the string solver and experiments are described in Section 6. The related work is given in Section 7. Finally, Section 8 concludes this paper.

## 2 A DETAILED EXAMPLE

In this section, we provide a detailed example to illustrate our string solving method. Consider the JavaScript program in Fig. 2; this example is similar to Example 1.1 from the Introduction. The function "authorNameDBLPtoACM" in Figure 2 transforms an author list in the DBLP BibTeX style to the one in the ACM BibTeX style. For instance, if a paper is authored by Alice M. Brown and
John Smith, then the author list in the DBLP BibTeX style is “Alice M. Brown and John Smith”, while it is “Brown, Alice M. and Smith, John” in the ACM BibTeX style.

The input of the function “authorNameDBLPtoACM” is authorList, which is expected to follow the pattern specified by the regular expression autListReg. Intuitively, autListReg stipulates that authorList joins the strings of full names as a concatenation of a given name, middle names, and a family name, separated by the blank symbol (denoted by \s). Each of the given, middle, family names is a concatenation of a capital alphabetic letter (denoted by [A-Z]) followed by a sequence of letters (denoted by \w) or a dot symbol (denoted by .). Between names, the word “and” is used as the separator. The symbols ’ and $ denote the beginning and the end of a string input respectively.

```javascript
function authorNameDBLPtoACM(authorList) {
    var autListReg = /^([A-Z](?:\w*|.)(?:\sand\s[A-Z](?:\w*|.))*)$/;
    if (autListReg.test(authorList)) {
        var nameReg = /((?:[A-Z](?:\?:\w*|.))\s(?:[A-Z](?:\?:\w*|.))\s)*$/g;
        return authorList.replace(nameReg, "$2, $1");
    } else return authorList;
}
```

---

Fig. 2. Change the author list from the DBLP format to the ACM format

The DBLP name format of each author is specified by the regular expression nameReg in Fig. 2, which describes the format of a full name.

- There are two capturing groups in nameReg, one for recording the concatenation of the given name and middle names, and the other for recording the family name. Note that the symbols ?: in (?:s[A-Z](?:\w*|.)) denote the non-capturing groups, i.e. matching the subexpression, but not remembering the match.
- The greedy semantics of the Kleene star * is utilized here to guarantee that the subexpression (?:s[A-Z](?:\w*|.))* matches all the middle names (since there may exist multiple middle names) and thus nameReg matches the full name. For instance, the first match of nameReg in “Alice M. Brown and John Smith” should be “Alice M. Brown”, instead of “Alice M.”. In comparison, if the semantics of * is assumed to be non-greedy, then (?:s[A-Z](?:\w*|.))* can be matched to the empty string, thus nameReg is matched to “Alice M.”, which is not what we want. Therefore, the greedy semantics of * is essential for the correctness of “authorNameDBLPtoACM”.
- The global flag “g” is used in nameReg so that the name format of each author is transformed. The name format transformation is via the replace function, i.e. authorList.replace(nameReg, “$2, $1”), where $1 and $2 refer to the match of the first and second capturing group respectively.

A natural post-condition of authorNameDBLPtoACM is that there exists at least one occurrence of the comma symbol between every two occurrences of “and”. This post-condition has to be established by the function on every execution path. As an example, consider the path shown in Fig. 3, in which the branches taken in the program are represented as assume statements. The negated post-condition is enforced by the regular expression in the last assume. For this path, the post-condition can be proved by showing that the program in Fig. 3 is infeasible: there does not exist an initial value authorList so that no assumption fails and the program executes to the end.

To enable symbolic execution of the JavaScript programs like in Fig. 3, one needs to model both the greedy semantics of the Kleene star and store the matches of capturing groups. For this
In this section, we define a string constraint language natively supporting RegEx. Throughout the paper, \( \mathbb{Z}^+ \) denotes the set of positive integers, and \( \mathbb{N} \) denotes the set of natural numbers. Furthermore, for \( n \in \mathbb{Z}^+ \), let \([n] := \{1, \ldots, n\}\). We use \( \Sigma \) to denote a finite set of letters, called alphabet. A string over \( \Sigma \) is a finite sequence of letters from \( \Sigma \). We use \( \Sigma^* \) to denote the set of strings over \( \Sigma \). \( \Sigma^0 \) denotes the empty string, and \( \Sigma^t \) to denote \( \Sigma \cup \{\epsilon\} \). A string \( w' \) is called a prefix (resp. suffix) of \( w \) if \( w = w'w'' \) (resp. \( w = w''w' \)) for some string \( w'' \).

We start with the syntax of RegEx which is essentially that used in JavaScript. (We do not include backreferences though.)

**Definition 3.1 (Regular expressions, RegEx).**

\[
e \overset{\text{def}}{=} \emptyset | \epsilon | a | (e \mid e) | [e + e] | [e \cdot e] | [e^2] | [e^2] | [e^*] | [e^+] | [e^?] | [e^{(m_1,m_2)}] | [e^{(m_1,m_2)}] \]
\]

where \( a \in \Sigma \), \( n \in \mathbb{Z}^+ \), \( m_1, m_2 \in \mathbb{N} \) with \( m_1 \leq m_2 \).

For \( \Gamma = \{a_1, \ldots, a_k\} \subseteq \Sigma \), we write \( \Gamma \) for \([\cdots [a_1 + a_2] + \cdots] + a_k\) and thus \( \Gamma^+ \equiv \[\cdots [a_1 + a_2] + \cdots] + a_k^+\]. Similarly for \( \Gamma^* \), \( \Gamma^? \), and \( \Gamma^{(m_1,m_2)} \). We write \( |e| \) for the length of \( e \), i.e., the number of symbols occurring in \( e \). Note that square brackets \([\cdot]\) are used for the operator precedence and the parentheses \((\cdot)\) are used for capturing groups.

![Fig. 3. Symbolic execution of a path of the JavaScript program in Fig. 2](image-url)
The operator \( [e^*] \) is the greedy Kleene star, meaning that \( e \) should be matched as many times as possible. In contrast, the operator \( [e^{+*}] \) is the lazy Kleene star, meaning \( e \) should be matched as few times as possible. The Kleene plus operators \( [e^+] \) and \( [e^{+*}] \) are similar to \( [e^*] \) and \( [e^{+*}] \) but \( e \) should be matched at least once. Moreover, as expected, the repetition operators \( [e^{1_{m_1},m_2}] \) require the number of times that \( e \) is matched is between \( m_1 \) and \( m_2 \) and \( [e^{(m_1,m_2)}] \) is the lazy variant. Likewise, the optional operator has greedy and lazy variants \( [e^?] \) and \( [e^{+?}] \), respectively.

For two RegEx \( e \) and \( e' \), we say that \( e' \) is a subexpression of \( e \), if one of the following conditions holds: 1) \( e' = e \), 2) \( e = [e_1 \cdot e_2] \) or \( [e_1 + e_2] \), and \( e' \) is a subexpression of \( e_1 \) or \( e_2 \), 3) \( e = [e_1], [e_2^*], [e_1^*], [e_1^*], [e_1^{m_1,m_2}], [e_2^{m_1,m_2}] \) or \( (e_1) \), and \( e' \) is a subexpression of \( e_1 \). We use \( S(e) \) to denote the set of subexpressions of \( e \).

We shall formalize the semantics of RegEx, in particular, for a given regular expression and an input string, how the string is matched against the regular expression, in Section 4.2.

In the rest of this section, we define the string constraint language STR.

The syntax of STR is defined by the following rules.

\[
\varphi \triangleq x = y \mid z = x \cdot y \mid y = \text{extract}_{i,e}(x) \mid y = \text{replaceAll}_{\text{pat},\text{rep}}(x) \mid
\]

\[
y = \text{replaceAllAll}_{\text{pat},\text{rep}}(x) \mid x \in e \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \neg \varphi
\]

where

- \( \cdot \) is the string concatenation operation which concatenates two strings,
- \( e \in \text{RegEx} \) and \( \text{pat} \in \text{RegEx} \),
- for the extract function, \( i \in \mathbb{N} \),
- for the replace and replaceAll operation, \( \text{rep} \in \text{REP} \), where REP is defined as a concatenation of letters from \( \Sigma \), the references \( $i \) (\( i \in \mathbb{N} \)), as well as \( ^-- \) and \( ^-- \). (Intuitively, \( \$0 \) denotes the matching of pat, \( \$i \) with \( i > 0 \) denotes the matching of the \( i \)-th capturing group, \( ^-- \) and \( ^-- \) denote the prefix before resp. suffix after the matching of \( \text{pat} \).)

The \( \text{extract}_{i,e}(x) \) function extracts the match of the \( i \)-th capturing group in the successful match of \( e \) to \( x \) for \( x \in \mathcal{L}(e) \) (otherwise, the return value of the function is undefined). Note that \( \text{extract}_{i,e}(x) \) returns \( x \) if \( i = 0 \). Moreover, if the \( i \)-th capturing group of \( e \) is not matched, even if \( x \in \mathcal{L}(e) \), then \( \text{extract}_{i,e}(x) \) returns a special symbol null, denoting the fact that its value is undefined. For instance, when \( ([a^*] + ([a^*])] \) is matched to the string \( aa, [a^*] \), instead of \( ([a^*]) \), will be matched, since \( [a^*] \) precedes \( ([a^*]) \). Therefore, \( \text{extract}_{i,([a^*]+([a^*])])(aa) = \text{null} \).

Remark 1. The match function in programming languages, e.g. str.match(reg) in JavaScript, finds the first match of reg in str, assuming that reg does not contain the global flag. We can use extract to express the first match of reg in str by adding \( [\Sigma^*] \) and \( [\Sigma^*] \) before and after reg respectively. More generally, the value of the \( i \)-th capturing group in the first match of a RegEx reg in str can be specified as \( \text{extract}_{i+1,\text{reg}}(\text{str}) \), where \( \varphi' = [[\Sigma^*] \cdot \text{reg}] \cdot [\Sigma^*] \). The other string functions involving regular expressions, e.g. exec and test, without global flags, are similar to match, thus can be encoded by extract as well.

The function \( \text{replaceAll}_{\text{pat},\text{rep}}(x) \) is parameterized by the pattern \( \text{pat} \in \text{RegEx} \) and the replacement string \( \text{rep} \in \text{REP} \). For an input string \( x \), it identifies all matches of \( \text{pat} \) in \( x \) and replaces them with strings specified by \( \text{rep} \). More specifically, \( \text{replaceAll}_{\text{pat},\text{rep}}(x) \) finds the first match of \( \text{pat} \) in \( x \) and replaces the match with \( \text{rep} \), let \( x' \) be the suffix of \( x \) after the first match of \( \text{pat} \), then it finds the first match of \( \text{pat} \) in \( x' \) and replace the match with \( \text{rep} \), and so on. A reference \( $i \) where \( i > 0 \) is instantiated by the matching of the \( i \)-th capturing group. There are three special references\(^2\) \( $0 \), \( ^-- \) and \( ^-- \) in JavaScript are \( $\& \), \( $' \), and \( $' \).

---

\(^2\)The corresponding syntax for \( $0 \), \( ^-- \) and \( ^-- \) in JavaScript are \( $\& \), \( $' \), and \( $' \).
\(\text{Str},\) and \(\text{Str}^\prime\). These are instantiated by the matched text, the text occurring before the match, and the text occurring after the match respectively. In particular, if the input word is \(uvw\) where \(v\) has been matched and will be replaced, then \(u\) takes the value \(v\), \(\text{Str}\) takes the value \(u\), and \(\text{Str}^\prime\) takes the value \(w\). When there are multiple matches in a replaceAll, the values of \(\text{Str}\) and \(\text{Str}^\prime\) are always with respect to the original input string \(x\).

The replace\(_{\text{pat,rep}}\)(\(x\)) function is similar to replaceAll\(_{\text{pat,rep}}\)(\(x\)), except that it replaces only the first (leftmost) match of \(\text{pat}\).

A STR formula \(\varphi\) is said to be straight-line, if 1) it contains neither negation nor disjunction, 2) the equations in \(\varphi\) can be ordered into a sequence, say \(x_1 = t_1, \ldots, x_n = t_n\), such that \(x_1, \ldots, x_n\) are mutually distinct, moreover, for each \(i \in [n]\), \(x_i\) does not occur in \(t_1, \ldots, t_{i-1}\). Let \(\text{STR}_{\text{SL}}\) denote the set of straight-line STR formulas.

As a crucial step for solving the string constraints in STR, we shall define the formal semantics of the extract, replace, and replaceAll functions in the next section.

## 4 SEMANTICS OF STRING FUNCTIONS VIA PSST

Our goal in this section is to define the formal semantics of the string functions involving RegEx used in STR, that is, extract, replace and replaceAll. To this end, we need to first define the semantics of RegEx-string matching. One of the key novelties here is to utilize an extension of finite-state automata with transition priorities and string variables, called prioritized streaming string transducers (abbreviated as PSST). It turns out that PSST provides a convenient means to capture the non-standard semantics of RegEx operators and to store the matches of capturing groups in RegEx, which paves the way to define the semantics of string functions (and the string constraint language).

### 4.1 Prioritized Streaming String Transducers (PSST)

PSSTs can be seen as an extension of finite-state automata with transition priorities and string variables. We first recall the definition of classic finite-state automata.

**Definition 4.1 (Finite-state Automata).** A (nondeterministic) finite-state automaton (FA) over a finite alphabet \(\Sigma\) is a tuple \(A = (\Sigma, Q, q_0, F, \delta)\) where \(Q\) is a finite set of states, \(q_0 \in Q\) is the initial state, \(F \subseteq Q\) is a set of final states, and \(\delta : Q \times \Sigma^+ \times Q\) is the transition relation.

For an input string \(w\), a run of \(A\) on \(w\) is a sequence \(q_0a_1q_1\ldots a_nq_n\) such that \(w = a_1\ldots a_n\) and \((q_{i-1}, a_i, q_i) \in \delta\) for every \(j \in [n]\). The run is said to be accepting if \(q_n \in F\). A string \(w\) is accepted by \(A\) if there is an accepting run of \(A\) on \(w\). The set of strings accepted by \(A\), i.e., the language recognized by \(A\), is denoted by \(L(A)\). The size \(|A|\) of \(A\) is the cardinality of \(\delta\), the set of transitions.

For a finite set \(Q\), let \(\overline{Q} = \bigcup_{n \in \mathbb{N}} \{(q_1, \ldots, q_n) \mid \forall i \in [n], q_i \in Q \land \forall i, j \in [n], i \neq j \rightarrow q_i \neq q_j\}\). Intuitively, \(\overline{Q}\) is the set of sequences of non-repetitive elements from \(Q\). In particular, the empty sequence () is \(\in \overline{Q}\). Note that the length of each sequence from \(\overline{Q}\) is bounded by \(|Q|\). For a sequence \(P = (q_1, \ldots, q_n) \in \overline{Q}\) and \(q \in Q\), we write \(q \in P\) if \(q = q_i\) for some \(i \in [n]\). Moreover, for \(P_1 = (q_1, \ldots, q_m) \in \overline{Q}\) and \(P_2 = (q'_1, \ldots, q'_n) \in \overline{Q}\), we say \(P_1 \cap P_2 = \emptyset\) if \(\{q_1, \ldots, q_m\} \cap \{q'_1, \ldots, q'_n\} = \emptyset\).

**Definition 4.2 (Prioritized Streaming String Transducers).** A prioritized streaming string transducer (PSST) is a tuple \(T = (Q, \Sigma, X, \delta, \tau, E, q_0, F)\), where

- \(Q\) is a finite set of states,
- \(\Sigma\) is the input and output alphabet,
- \(X\) is a finite set of string variables,
- \(\delta \in Q \times \Sigma \rightarrow \overline{Q}\) defines the non-\(\varepsilon\) transitions as well as their priorities (from highest to lowest),
• $\tau \in Q \to \overline{Q} \times \overline{Q}$ such that for every $q \in Q$, if $\tau(q) = (P_1; P_2)$, then $P_1 \cap P_2 = \emptyset$, (Intuitively, $\tau(q) = (P_1; P_2)$ specifies the $\epsilon$-transitions at $q$, with the intuition that the $\epsilon$-transitions to the states in $P_1$ (resp. $P_2$) have higher (resp. lower) priorities than the non-$\epsilon$-transitions out of $q$.)

• $E$ associates with each transition a string-variable assignment function, i.e., $E$ is partial function from $Q \times \Sigma^* \times Q$ to $X \to (X \cup \Sigma)^*$ such that its domain is the set of tuples $(q, a, q')$ satisfying that either $a \in \Sigma$ and $q' \in \delta(q, a)$ or $a = \epsilon$ and $q' \in \tau(q)$.

• $q_0 \in Q$ is the initial state, and

• $F$ is the output function, which is a partial function from $Q$ to $(X \cup \Sigma)^*$.

For $\tau(q) = (P_1; P_2)$, we will use $\pi_1(\tau(q))$ and $\pi_2(\tau(q))$ to denote $P_1$ and $P_2$ respectively. The size of $\mathcal{T}$, denoted by $|\mathcal{T}|$, is defined as $\sum_{(q, a, q') \in \text{dom}(E)} \sum_{x \in X} |E((q, a, q')(x))|$, where $|E((q, a, q')(x))|$ is the length of $E(q, a, q')(x)$, i.e., the number of symbols from $X \cup \Sigma$ in it. A PSST $\mathcal{T}$ is said to be copyless if for each transition $(q, a, q')$ in $\mathcal{T}$ and each $x \in X$, $x$ occurs in $(E(q, a, q')(x'))_{x' \in X}$ at most once. A PSST $\mathcal{T}$ is said to be copyful if it is not copyless. For instance, if $X = \{x_1, x_2\}$ and $E(q, a, q')(x_1) = x_1$ and $E(q, a, q')(x_2) = x_1a$ for some transition $(q, a, q')$, then $x_1$ occurs twice in $(E(q, a, q')(x'))_{x' \in X}$, thus $\mathcal{T}$ is copyful.

A run of $\mathcal{T}$ on a string $w$ is a sequence $q_0a_1s_1q_1 \ldots a_ms_mq_m$ such that

• for each $i \in [m],$
  - either $a_i \in \Sigma$, $q_i \in \delta(q_{i-1}, a_i)$, and $s_i = E(q_{i-1}, a_i, q_i),$
  - or $a_i = \epsilon$, $q_i \in \tau(q_{i-1})$ and $s_i = E(q_{i-1}, \epsilon, q_i),$

• for every subsequence $q_ia_is_i+1q_{i+1} \ldots a_js_jq_j$ such that $i < j$ and $a_{i+1} = \ldots = a_j = \epsilon$, it holds that each $\epsilon$-transition occurs at most once in it, namely, for every $k, l : i \leq k < l < j,$ $(q_k, q_{k+1}) \neq (q_i, q_{i+1}).$

Note that it is possible that $\delta(q, a) = ()$, that is, there is no $\epsilon$-transition out of $q$. From the assumption that each $\epsilon$-transition occurs at most once in a sequence of $\epsilon$-transitions, we deduce that given a string $w$, the length of a run of $\mathcal{T}$ on $w$, i.e. the number of transitions in it, is $O(|w||\mathcal{T}|)$.

For any pair of runs $R = q_0a_1s_1 \ldots a_ms_mq_m$ and $R' = q_0a_1's_1' \ldots a'm_m'q_m'$ such that $a_1 \ldots a_m = a_1' \ldots a_m'$, we say that $R$ is of a higher priority over $R'$ if

• either $R'$ is a prefix of $R$ (in this case, the transitions of $R$ after $R'$ are all $\epsilon$-transitions),

• or there is an index $j$ satisfying one of the following constraints:
  
  - $q_0a_1q_1 \ldots q_{j-1}a_j = q_0a_1'q_1' \ldots q_{j'-1}a_j', q_j \neq q_j', a_j \in \Sigma$, and we have that $\delta(q_{j-1}, a_j) = (\ldots, q_j, \ldots),$
  
  - $q_0a_1q_1 \ldots q_{j-1}a_j = q_0a_1'q_1' \ldots q_{j'-1}a_j', q_j \neq q_j', a_j = \epsilon$, and one of the following holds:
  - (i) $\pi_1(\tau(q_{j-1})) = (\ldots, q_j, \ldots)$, (ii) $\pi_2(\tau(q_{j-1})) = (\ldots, q_j, \ldots)$, or (iii) $q_j \in \pi_1(\tau(q_{j-1}))$ and $q_j' \in \pi_2(\tau(q_{j-1})),$

An accepting run of $\mathcal{T}$ on $w$ is a run of $\mathcal{T}$ on $w$, say $R = q_0a_1s_1 \ldots a_ms_mq_m$, such that 1) $F(q_m)$ is defined, 2) $R$ is of the highest priority among those runs satisfying 1). The output of $\mathcal{T}$ on $w$, denoted by $\mathcal{T}(w)$, is defined as $\eta_m(F(q_m))$, where $\eta_0(x) = \epsilon$ for each $x \in X$, and $\eta_i(x) = \eta_{i-1}(s_i(x))$ for every $1 \leq i \leq m$ and $x \in X$. Note that here we abuse the notation $\eta_m(F(q_m))$ and $\eta_1(s_1(x))$ by taking a function $\eta$ from $X$ to $\Sigma^*$ as a function from $(X \cup \Sigma)^*$ to $\Sigma^*$, which maps each $x \in X$ to $\eta(x)$ and each $a \in \Sigma$ to $\eta$. If there is no accepting run of $\mathcal{T}$ on $w$, then $\mathcal{T}(w) = \perp$, that is, the output of $\mathcal{T}$ on $w$ is undefined. The string relation defined by $\mathcal{T}$, denoted by $\mathcal{R}(\mathcal{T})$, is $\{(w, \mathcal{T}(w)) \mid w \in \Sigma^*, \mathcal{T}(w) \neq \perp\}$.

Example 4.3. The PSST $\mathcal{T} = (Q, \Sigma, X, \delta, \tau, E, q_0, F)$ to extract the match of the first capturing group for the regular expression $([h]+)[\{d\}^+]$ is illustrated in Fig. 4, where $x_1$ and $x_2$ store the matches of
the two capturing groups. More specifically, in $T$ we have $\Sigma = \{0, \ldots, 9\}$, $X = \{x_1, x_2\}$, $F(q_4) = x_1$ denotes the final output, and $\delta, \tau, E$ are illustrated in Fig. 4, where the dashed edges denote the $\varepsilon$-transitions of lower priorities than the non-$\varepsilon$-transitions and the symbol $\ell$ denotes the currently scanned input letter. For instance, for the state $q_2$, $\delta(q_2, \ell) = (q_2)$ for $\ell \in \{0, \ldots, 9\}$, $\tau(q_2) = ((()); (q_3))$, $E(q_2, \ell, q_2)(x_1) = x_1\ell$, $E(q_2, \ell, q_2)(x_2) = x_2$, $E(q_2, \varepsilon, q_3)(x_1) = x_1$, and $E(q_2, \varepsilon, q_3)(x_2) = \varepsilon$. Note that the identity assignments, e.g., $E(q_2, \varepsilon, q_3)(x_1) = x_1$, are omitted in Fig. 4 for readability. For the input string $w=\text{"2050"}$, the accepting run of $T$ on $w$ is

$$q_0 \xrightarrow{\varepsilon}_{x_1=\varepsilon} q_1 \xrightarrow{2}_{x_1=x_2} q_2 \xrightarrow{0}_{x_1=x_0} q_2 \xrightarrow{5}_{x_1=x_5} q_2 \xrightarrow{0}_{x_1=x_0} q_2 \xrightarrow{\varepsilon}_{x_2=\varepsilon} q_3 \xrightarrow{\varepsilon} q_4,$$

where the value of $x_1$ and $x_2$ when reaching the state $q_4$ are “2050” and $\varepsilon$ respectively.

![Fig. 4. The PSST $T$: Extract the matching of the first capturing group in $(\langle d+\rangle\langle d^*\rangle)$](image-url)

### 4.2 Semantics of RegEx-String Matching

We now define the formal semantics of RegEx. Traditionally they are interpreted as a regular language which can be defined inductively. In our case, where RegEx are mainly used in string functions, what matters is the intermediate result when parsing a string against the given RegEx. As a result, we shall present an operational (as opposed to traditional denotational) account of the RegEx-string matching by constructing PSSTs out of regular expressions.

Note that in [Berglund et al. 2014; Berglund and van der Merwe 2017a], a construction from RegEx to prioritized finite transducers (PFT) was given. The construction therein is a variant of the classical Thompson construction from regular expressions to nondeterministic finite automata [Thompson 1968]. In particular, the size of the constructed PFT is linear in the size of the given RegEx. One may be tempted to think that the construction in [Berglund et al. 2014; Berglund and van der Merwe 2017a] can be easily adapted to construct PSSTs out of regular expressions. Nevertheless, the construction in [Berglund et al. 2014; Berglund and van der Merwe 2017a] does not work for so-called problematic regular expressions, i.e., those regular expressions that contain the subexpressions $e^*$ or $e^+$ with $e \in \mathcal{L}(e)$. Moreover, the construction therein did not consider the repetition operators $[e_1^{m_1,m_2}]$ or $[e_1^{m_1,m_2}]^*$. Our construction, which is considerably different from that in [Berglund et al. 2014; Berglund and van der Merwe 2017a], works for arbitrary regular expressions. In particular, the size of the constructed PSST can be exponential in the size of the given regular expression in the worst case. Moreover, we validate by extensive experiments that our construction is consistent with the actual RegEx-string matching in JavaScript.

For technical convenience, we assume that $F$ in a PSST is a set of final states, instead of an output function, in the sequel. The main idea of the construction is to split the set of final states, $F$, into two disjoint subsets $F_1$ and $F_2$, with the intention that $F_1$ and $F_2$ are responsible for accepting the empty string resp. non-empty strings. Therefore, the PSSTs constructed below are of the form $(Q, \Sigma, X, \delta, \tau, E, q_0, (F_1, F_2))$. The necessity of this splitting will be illustrated in Example 4.6.

Furthermore, to deal with the situation that some capturing group may not be matched to any string and its value is undefined, we introduce a special symbol null and assume that the initial values of all the string variables are null. For simplicity, in the definition of a PSST, if $\delta(q, a, q') = ()$
or \( \tau(q, \varepsilon, q') = (();()) \), they will not be stated explicitly. Moreover, we will omit all the assignments \( E(q, a, q')(x) \) such that \( E(q, a, q')(x) = x \).

For PSSTs of the form \((Q, \Sigma, X, \delta, \tau, E, q_0, (F_1, F_2))\), we introduce a notation to be used in the construction, namely, the concatenation of two PSSTs.

**Definition 4.4 (Concatenation of two PSSTs).** For \( i \in \{1, 2\} \), let \( T_i \) be a PSST such that \( T_i = (Q_i, \Sigma, X_i, \delta_i, \tau_i, E_i, q_{i,0}, (F_{i,1}, F_{i,2})) \). Then the concatenation of \( T_1 \) and \( T_2 \), denoted by \( T_1 \cdot T_2 \), is defined as follows (see Fig. 5): Let \( T'_2 = (Q'_2, \Sigma, X_2, \delta'_2, \tau'_2, E'_2, q'_{2,0}, (F'_{2,1}, F'_{2,2})) \) be a fresh copy of \( T_2 \), but with the string variables of \( T_2 \) kept unchanged. Then

\[
T = (Q \cup Q'_2, \Sigma, X_1 \cup X_2, \delta, \tau, q_{1,0}, (F_{1,2}, F_{2,2} \cup F'_{2,1} \cup F'_{2,2}))
\]

where

- \( \delta \) comprises the transitions in \( \delta_1, \delta_2, \) and \( \delta'_2 \),
- \( \tau \) comprises the transitions in \( \tau_1, \tau_2, \tau'_2 \), and the following transitions,
  - for every \( f_{i,1} \in F_{i,1} \), \( \tau(f_{i,1}) = ((q_{2,0});()) \),
  - for every \( f_{i,2} \in F_{i,2} \), \( \tau(f_{i,2}) = ((q'_{2,0});()) \),
- \( E \) inherits all the assignments in \( E_1, E_2, \) and \( E'_2 \), and includes the following assignments:
  - for every \( f_{i,1} \in F_{i,1}, f_{i,2} \in F_{i,2} \), and \( x' \in X_2 \), \( E(f_{i,1}, \varepsilon, q_{2,0})(x') = E(f_{i,2}, \varepsilon, q'_{2,0})(x') = \text{null} \).

(Intuitively, the values of all the variables in \( X_2 \) are reset when entering \( T_2 \) and \( T'_2 \)).

Note that in the above definition, it is possible that \( X_1 \cap X_2 \neq \emptyset \). We remark that if \( F_{1,1} = \emptyset \) or \( F_{2,1} = \emptyset \), then one copy of \( T_2 \), instead of two copies, is sufficient for the concatenation.

We will recursively construct a PSST \( T_e \) for each RegEx \( e \), such that the initial state has no incoming transitions and each of its final states has no outgoing transitions. Moreover, all the transitions out of the initial state are \( \varepsilon \)-transitions. We assume that in \( T_\varepsilon \), a string variable \( x_\varepsilon \) is introduced for each subexpression \( e' \) of \( e \).

The construction is technical and below we only select to present some representative cases. The other cases are given in the long version of this paper [Chen et al. 2021].

**Case** \( e = (e_1) \). \( T_\varepsilon \) is adapted from \( T_{e_1} = (Q_{e_1}, \Sigma, X_{e_1}, \delta_{e_1}, \tau_{e_1}, E_{e_1}, q_{e_1,0}, (F_{e_1,1}, F_{e_1,2})) \) by adding the string variable \( x_e \) and the assignments for \( x_e \), that is, \( X_e = X_{e_1} \cup \{x_e\} \) and for each transition \((q, a, q') \in T_{e_1} \) with \( a \in \Sigma^* \), we have \( E_e(q, a, q')(x_e) = E_{e_1}(q, a, q')(x_e) \).
Case $e = [e_1 + e_2]$ (see Fig. 6). For $i \in \{1, 2\}$, let $\mathcal{T}_e^i = (Q_{e_i}, \Sigma, X_{e_i}, \delta_{e_i}, \epsilon_{e_i}, E_{e_i}, q_{e_i,0}, (F_{e_i,1}, F_{e_i,2}))$. Moreover, assume $X_{e_1} \cap X_{e_2} = \emptyset$. Then

$$\mathcal{T}_e = (Q_e \cup Q_{e_2} \cup \{q_{e,0}\}, \Sigma, X_e \cup X_{e_2} \cup \{x_e\}, \delta_e, \epsilon_e, E_e, q_{e,0}, (F_{e,1} \cup F_{e_2,1}, F_{e_2,2}))$$

where

- $\delta_e$ comprises the transitions in $\delta_{e_1}$ and $\delta_{e_2}$,
- $\epsilon_e$ comprises the transitions in $\epsilon_{e_1}$ and $\epsilon_{e_2}$, as well as the transition $\epsilon_e(q_{e,0}) = ((q_{e_1,0};); (q_{e_2,0})),$
- $E_e$ inherits $E_{e_1}, E_{e_2}$, plus the assignments $E_e(q_{e,0}, \epsilon, q_{e,0})(x_e) = E_e(q_{e_1,0}, \epsilon, q_{e_2,0})(x_e) = \epsilon$, as well as $E_e(q, a, q')(x_e) = x_ea$ for every transition $(q, a, q')$ in $\mathcal{T}_{e_1}$ and $\mathcal{T}_{e_2}$ (where $a \in \Sigma'$).

$$\begin{array}{c}
\text{Case } e = [e_1 \cdot e_2]. \text{ For } i \in \{1, 2\}, \text{ let } \mathcal{T}_e^i = (Q_{e_i}, \Sigma, X_{e_i}, \delta_{e_i}, \epsilon_{e_i}, E_{e_i}, q_{e_i,0}, (F_{e_i,1}, F_{e_i,2})). \text{ Moreover, let us assume that } X_{e_1} \cap X_{e_2} = \emptyset. \text{ Then } \mathcal{T}_e \text{ is obtained from } \mathcal{T}_{e_1} \cdot \mathcal{T}_{e_2} \text{ (the concatenation of } \mathcal{T}_{e_1} \text{ and } \mathcal{T}_{e_2}, \text{ see Fig. 5) by adding a string variable } x_e, \text{ a fresh state } q_{e,0} \text{ as the initial state, the } \epsilon\text{-transition } \epsilon_e(q_{e,0}) = ((q_{e_1,0};); ()), \text{ and the assignments } E_e(q_{e,0}, \epsilon, q_{e,0})(x_e) = E_e(p, a, q)(x_e) = x_ea \text{ for every transition } (p, a, q) \text{ in } \mathcal{T}_{e_1}, \mathcal{T}_{e_2}, \text{ and } \mathcal{T}'_{e_2} \text{ (where } a \in \Sigma').$
\end{array}$$

$$\begin{array}{c}
\text{Case } e = [e_1^2] \text{ (see Fig. 7). Let } \mathcal{T}_e = (Q_{e_1}, \Sigma, X_{e_1}, \delta_{e_1}, \epsilon_{e_1}, E_{e_1}, q_{e_1,0}, (F_{e_1,1}, F_{e_1,2})). \text{ Then } \mathcal{T}_e = (Q_{e_1} \cup \{q_{e,0}, f_e\}, \Sigma, X_{e_1} \cup \{x_e\}, \delta_e, \epsilon_e, E_e, q_{e,0}, (\{f_e\}, F_{e_1,2}))
\end{array}$$

where

- $\delta_e$ is exactly $\delta_{e_1}$,
- $\epsilon_e$ comprises the transitions in $\epsilon_{e_1}$, as well as the transition $\epsilon_e(q_{e,0}) = ((q_{e_1,0}, f_e); ())$,
- $E_e$ inherits $E_{e_1}$ and includes the assignments $E_e(q_{e,0}, \epsilon, q_{e,0})(x_e) = E_e(q_{e_1,0}, \epsilon, f_e)(x_e) = \epsilon$, as well as $E_e(q, a, q')(x_e) = x_ea$ for every transition $(q, a, q')$ in $\mathcal{T}_{e_1}$ (where $a \in \Sigma'$).

Note that $F_{e_1,1}$ is not included into $F_{e_1}$ here.

Case $e = [e_1^2]$ (see Fig. 7). In this case, $\mathcal{T}_{e_1}$ is almost the same as $\mathcal{T}_{e_1}$; the only difference is that the priorities of the two $\epsilon$-transitions out of $q_{e,0}$ are swapped, namely, $\epsilon_e(q_{e,0}) = ((f_e, q_{e,1}); ())$ here.

$$\begin{array}{c}
\text{Case } e = [e_1^*] \text{ (see Fig. 8). Let } \mathcal{T}_e = (Q_{e_1}, \Sigma, X_{e_1}, \delta_{e_1}, \epsilon_{e_1}, E_{e_1}, q_{e_1,0}, (F_{e_1,1}, F_{e_1,2})). \text{ Then } \mathcal{T}_e = (Q_{e_1} \cup \{q_{e,0}, f_{e,1}, f_{e,2}\}, \Sigma, X_{e_1} \cup \{x_e\}, \delta_e, \epsilon_e, E_e, q_{e,0}, (\{f_{e,1}\}, \{f_{e,2}\}))
\end{array}$$

where

- $\delta_e$ is exactly $\delta_{e_1}$,
we construct \( T \).

Case \( \varepsilon \in [e^*] \) (see Fig. 8). The construction is almost the same as \( \varepsilon = [e^+] \). The only difference is that the priorities of the \( \varepsilon \)-transitions out of \( q_{e,0} \) resp. \( f_{e,1,2} \in F_{e,1,2} \) are swapped.

Case \( \varepsilon = [e^+] \). We first construct \( T_e \) and \( T_{\varepsilon e} \), where \( T_{\varepsilon e} \) is obtained from \( T_{\varepsilon e} \) by dropping the string variable \( x_{[e^*]} \). Therefore, \( T_{[e^*]} \) and \( T_{[e^+]} \) have the same set of string variables, \( X_{e^*} \). Then we construct \( T_e \) by adding into \( T_{[e^*]} \cdot T_{[e^+]} \) a fresh state \( q_{e,0} \) as the initial state, and the transitions \( \tau_e(q_{e,0}) = ((q_{e,0}, f_{e,1}); ()), \tau_e(f_{e,1}) = ((q_{e,0}, f_{e,1}); ()) \) for every \( f_{e,1} \in F_{e,1} \), and \( \tau_e(f_{e,1}) = ((q_{e,0}, f_{e,2}); ()) \) for every \( f_{e,2} \in F_{e,2} \).

Case \( \varepsilon = [e^+_{m_1, m_2}] \) for \( 1 \leq m_1 < m_2 \) (see Fig. 9). We first construct \( T_{e^1} \) as the concatenation of \( m_1 \) copies of \( T_{e^1} \). Then we construct \( T_{e^1} \) as the concatenation of \( m_1 \) times. In particular, the set of string variables in \( T_{e^1} \) is \( X_{e^1} \), which is different from that of \( T_{e^1} \).
Then we construct the PSST $\mathcal{T}_{e_{1}}^{[1,m_2-m_1]}$ (see Fig. 9), which consists of $m_2 - m_1$ copies of $\mathcal{T}_{e_i}$, denoted by $(\mathcal{T}_{e_{i}}^{(i)})_{i \in [m_2-m_1]}$, as well as the $\epsilon$-transition from $q_{e_{i,0}}^{(1)}$ to a fresh state $f_0'$ (of the lowest priority), and the $\epsilon$-transitions from each $f_{i,2}^{(i)} \in F_{e_{i,2}}^{(i)}$ with $1 \leq i < m_2 - m_1$ to $q_{e_{i,0}}^{(i+1)}$ (of the highest priority) and a fresh state $f_1'$ (of the lowest priority). The final states of $\mathcal{T}_{e_{1}}^{[1,m_2-m_1]}$ are $\{(f_0'), \{f_1'\}\}$. (Intuitively, each $\mathcal{T}_{e_{i}}^{(i)}$ accepts only nonempty strings, thus $f_{e_{i,1}}^{(i)} \in F_{e_{i,1}}^{(i)}$ contains no outgoing transitions in $\mathcal{T}_{e_{1}}^{[1,m_2-m_1]}$. ) Note that the set of string variables in $\mathcal{T}_{e_{1}}^{[1,m_2-m_1]}$ is still $X_{e_i}$.

![Fig. 9. The PSST $\mathcal{T}_{e_{1}}^{[1,m_2-m_1]}$](image-url)

Finally, we construct $\mathcal{T}_{e}$ from $\mathcal{T}_{e_{1}}^{[m_1]} \cdot \mathcal{T}_{e_{1}}^{[1,m_2-m_1]}$, the concatenation of $\mathcal{T}_{e_{1}}^{[m_1]}$ and $\mathcal{T}_{e_{1}}^{[1,m_2-m_1]}$, by adding a fresh state $q_{e,0}$, a string variable $x_e$, the $\epsilon$-transition $\tau_e(q_{e,0}) = ((q_{e,0}),())$ (assuming that $q_{e,0}$ is the initial state of $\mathcal{T}_{e_{1}}^{[m_1]}$), and also the assignments $E_e(q_{e,0}, \epsilon, q_{a,0})(x_e) = \epsilon$, and as well as $E_e(q, a, q')(x_e) = x_e a$ for each transition $(q, a, q')$ in $\mathcal{T}_{e_{1}}^{[m_1]} \cdot \mathcal{T}_{e_{1}}^{[1,m_2-m_1]}$.

**Example 4.5.** Consider RegEx $e = [a^*]$. We first construct $\mathcal{T}_a$ and $\mathcal{T}_a^{-}$ (recall that $\mathcal{T}_a^{-}$ is obtained from $\mathcal{T}_a$ by removing the string variable $x_{[a^*]}$), see Fig. 10. Then we construct $\mathcal{T}_{e}$ from $\mathcal{T}_a \cdot \mathcal{T}_a^{-}$ by adding the initial state $q_{[a^*],0}$, the string variable $x_{[a^*]}$, as well as the assignments for $x_{[a^*]}$ (see Fig. 10). Note here only one copy of $\mathcal{T}_a^{-}$ is used in $\mathcal{T}_a \cdot \mathcal{T}_a^{-}$, since $\epsilon$ is not accepted by $\mathcal{T}_a$.

The following example illustrates the necessity of splitting final states into two disjoint subsets.

**Example 4.6.** Consider RegEx $e = [(a^*a)^*]$. If we execute “aaa”.match(“(a*?a)”)/ in node.js, then the result is the array ["aaa", "a"], which means (a*?)* is matched to “aaa” and (a*)? is matched to a. If we did not split the set of final states into two disjoint subsets, we would have obtained a PSST $\mathcal{T}_{e}'$ as illustrated in Fig. 11, to simulate the matching of $e$ against words. The accepting run of $\mathcal{T}_{e}'$ on $w = aaa$ is

$q_{((a^*)^*)}, 0 \rightarrow q_{((a^*)^*)}, 0 \rightarrow q_{((a^*)^*)}, 0 \rightarrow q_{a,0} \rightarrow q_{a,1} \rightarrow f_a \rightarrow f_{((a^*)^*)} \rightarrow q_{((a^*)^*)}, 0 \rightarrow q_{a,0} \rightarrow q_{a,1} \rightarrow f_a \rightarrow f_{((a^*)^*)} \rightarrow q_{((a^*)^*)}, 0 \rightarrow f_{((a^*)^*)} \rightarrow f_{((a^*)^*)}$

where $x_e = aaa$ and $x_{((a^*)^*)} = \epsilon$, namely, $e$ is matched to “aaa” and $[(a^*)^*]$ is matched to $\epsilon$. Therefore, the semantics of $e$ defined by $\mathcal{T}_{e}'$ is inconsistent with semantics of $[(a^*?)^*]$ in node.js. Intuitively, the semantics of $[(a^*?)^*]$ in node.js requires that either it is matched to $\epsilon$ in whole and the subexpression $a^*$ is not matched at all, or it is matched to a concatenation of non-empty strings each of which matches $a^*$. This semantics can be captured by (adapted) PSSTs where the set of final states is split into two disjoint subsets.
Validation experiments for the formal semantics. We have defined RegEx-string matching by constructing PSSTs. In the sequel, we conduct experiments to validate the formal semantics against the actual JavaScript RegEx-string matching.

Let $\mathcal{O}$ denote the set of RegEx operators: alternation $\lor$, concatenation $\cdot$, optional $\?$, Kleene star $\ast$, lazy Kleene star $\ast \?$, Kleene plus $\lor$, lazy Kleene plus $\lor \?$, repetition $\{m_1, m_2\}$, and lazy repetition $\{m_1, m_2\}$. Moreover, let $\mathcal{O}^2$ (resp. $\mathcal{O}^3$) denote the set of pairs (resp. triples) of operators from $\mathcal{O}$. Aiming at a good coverage of different syntactical ingredients of RegEx, we generate regular expressions for every element of $\mathcal{O}^\leq 3 = \mathcal{O} \cup \mathcal{O}^2 \cup \mathcal{O}^3$. As arguments of these operators, we consider the following character sets: $\mathcal{S} = \{a, \ldots, z\}$, $\mathcal{C} = \{A, \ldots, Z\}$, $\mathcal{D} = \{0, \ldots, 9\}$, and $\mathcal{O}$, the
set of ASCII symbols not belonging to $\mathbb{S} \cup \mathbb{C} \cup \mathbb{D}$. Intuitively, these character sets correspond to JavaScript character classes [a-z], [A-Z], [0-9], and [^a-zA-Z0-9] (where ^ denotes complement). Moreover, for the regular expression generated for each element of $\mathcal{O}^{\leq 3}$, we set the subexpression corresponding to its first component as the capturing group. For instance, for the pair (\*?,*), we generate the RegEx $\left(\left(\mathbb{S}^+\right)^*\right)$. In the end, we generate $10 + 10 \ast 10 + 10 \ast 10 + 10 = 1110$ RegExes.

For each generated RegEx $e$, we construct a PSST $T_e$, whose output corresponds to the matching of the first capturing group in $e$. Moreover, we generate from $T_e$ an input string $w$ as well as the corresponding output $w'$. We require that the length of $w$ is no less than some threshold (e.g., 10), in order to avoid the empty string and facilitate a meaningful comparison with the actual semantics of JavaScript regular-expression matching. Let \text{reg} be the JavaScript regular expression corresponding to $e$. Then we execute the following JavaScript program $P_{e,w}$:

```javascript
var x = w; console.log(x.match(reg)[1]);
```

and confirm that its output is equal to $w'$, thus validating that the formal semantics of RegEx-string matching defined by PSSTs is consistent with the actual semantics of JavaScript match function. For instance, for the RegEx expression $\left(\left(\mathbb{S}^+\right)^*\right)$, we generate from the $T_e$ the input string $w = aaaaaaaaaa$, together with the output $a$. Then we generate the JavaScript program from \text{reg} and $w$, execute it, and obtain the same output $a$.

In all the generated RegExs, we confirm the consistency of the formal semantics of RegEx-string matching defined by PSSTs with the actual JavaScript semantics, namely, for each RegEx $e$, the output of the PSST $T_e$ on $w$ is equal to the output of the JavaScript program $P_{e,w}$.

### 4.3 Modeling String Functions by PSSTs

The extract, replace and replaceAll functions can be accurately modeled using PSSTs. That is, we can reduce satisfiability of our string logic to satisfiability of a logic containing only concatenation, PSST transductions, and membership of regular languages.

**Lemma 4.7.** The satisfiability of STR reduces to the satisfiability of boolean combinations of formulas of the form $z = x \cdot y$, $y = T(x)$, and $x \in A$, where $T$ is a PSST and $A$ is an FA.

First, observe that regular constraints (aka membership queries) $x \in e$ can be reduced to FA membership queries $x \in A$ using standard techniques. Features such as greediness and capture groups do not affect whether a word matches a RegEx, they only affect how a string matches it. Thus, for regular constraints, these features can be ignored and a standard translation from regular expressions to finite automata can be used.

The extract$_{i,e}$ function can be defined by a PSST $T_{i,e}$ obtained from the PSST $T_e$ (see Section 4.2) by removing all string variables, except $x_{e'}$, where $e'$ is the subexpression of $e$ corresponding to the $i$th capturing group, and setting the output expression of the final states as $x_{e'}$.

We give a sketch of the encoding of replaceAll here. Full formal details are given in the long version of the paper [Chen et al. 2021]. The encoding of replace is almost identical to that of replaceAll.

A call replaceAll$_{pat, rep}(x)$ replaces every match of pat by a value determined by the replacement string rep. Recall, rep may contain references $i$, $\Leftarrow$, or $\Rightarrow$. The first step in our reduction to PSSTs is to eliminate the special references $\$0$, $\Leftarrow$, and $\Rightarrow$. In essence, this simplification uses PSST transductions to insert the contextual information needed by $\Leftarrow$ and $\Rightarrow$ alongside each substring that will be replaced. Then, the call to replaceAll can be rewritten to include this information in the match, and use standard references ($\$i$) in the replacement string. The reference $\$0$ can be eliminated by wrapping each pattern with an explicit capturing group.
We make this choice for the purpose of satisfying the copyless property. Let us use \( \text{rep} \{(y_1, \ldots, y_k)/(s_1, \ldots, s_{k'}) \} \) to denote the sequence \( w_1 y_1 w_2 \cdots w_k y_k w_{k+1} \). For instance, if \( \text{rep} = a\$2a\$1a \), then \( \text{rep} \{(y_1, y_2, y_3)/(1, 2, 1)\} = ay_1 ay_2 ay_3 \). Moreover, let \( e'_1, \ldots, e'_{k'} \) be the subexpressions of \( s \) corresponding to the 1\( i \)th, \( \ldots \), \( i_{k'} \)th capturing groups. Note here we use mutually distinct fresh variables \( y_1, \ldots, y_k \) for \( s_1, \ldots, s_{k'} \), even if \( i_j \) and \( i_{j'} \) may be equal for \( j \neq j' \).

We make this choice for the purpose of satisfying the copyless property [Alur and Cerný 2010] of PSSTs, which leads to improved complexity results in some cases (discussed in the sequel). If we tried to use the same variable for the different occurrences of the same reference – then the resulting transition in the encoding below would not be copyless. Moreover, the construction below guarantees that the values of different variables for the multiple occurrences of the same reference are actually the same.

Suppose \( \mathcal{T}_\text{pat} = (Q_\text{pat}, \Sigma, X_\text{pat}, \delta_\text{pat}, \tau_\text{pat}, E_\text{pat}, q_\text{pat,0}, (F_{\text{pat,1}}, F_{\text{pat,2}})) \). Then \( \mathcal{T}_{\text{replaceAll}} \) is obtained from \( \mathcal{T}_\text{pat} \) by adding the fresh string variables \( y_1, \ldots, y_k \) and a fresh state \( q'_0 \) such that (see Fig. 12)

- \( \mathcal{T}_{\text{replaceAll}} \) goes from \( q'_0 \) to \( q_\text{pat,0} \) via an \( \epsilon \)-transition of higher priority than the non-\( \epsilon \)-transitions, in order to search the first match of \( s \) starting from the current position,
- when \( \mathcal{T}_{\text{replaceAll}} \) stays at \( q'_0 \), it keeps appending the current letter to the end of \( x_0 \), which stores the output of \( \mathcal{T}_{\text{replaceAll}} \),
- starting from \( q_\text{pat,0} \), \( \mathcal{T}_{\text{replaceAll}} \) simulates \( \mathcal{T}_\text{pat} \) and stores the matches of capturing groups of \( s \) into the string variables (in particular, the matches of the \( i_1 \)th, \( \ldots \), \( i_{k'} \)th capturing groups into the string variables \( x'_e, \ldots, x'_{i_{k'}} \) respectively), moreover, for each \( j \in [k], y_j \) is updated in the same way as \( x_{e_j} \) (in particular, for each transition \( (q, a, q') \) in \( \mathcal{T}_\text{pat} \) such that \( E_\text{pat}(q, a, q')(x_{e_j}) = x_{e_j} a \), we have \( E_\text{pat}(q, a, q')(y_j) = y_j a \)),
- when the first match of \( s \) is found, \( \mathcal{T}_{\text{replaceAll}} \) goes from \( f_{\text{pat,1}} \in F_{\text{pat,1}} \) or \( f_{\text{pat,2}} \in F_{\text{pat,2}} \) to \( q'_0 \) via an \( \epsilon \)-transition, it then appends \( \text{rep} \{(y_1, \ldots, y_k)/(s_1, \ldots, s_{k'})\} \) (which is the replacement string) to the end of \( x_0 \), resets the values of all the string variables, except \( x_0 \), to null, and keeps searching for the next match of \( s \).

![Fig. 12. The PSST \( \mathcal{T}_{\text{replaceAll}} \)](image)

It may be observed that the PSST will be copyless. That is, the value of a variable is not copied to two or more variables during a transition. In all but the last case, variables are only copied to themselves, via assignments of the form \( x_{e'} := x_{e'} a, x_{e'} := x_{e'} \), \( x_{e'} := \epsilon, \) or \( x_{e'} := \text{null} \). In the final case, when a replacement is made, the assignments are \( x_0 := x_0 w_1 y_1 w_2 \cdots w_k y_k w_{k+1} \) and \( x' := \text{null} \).
Table 1. Rules of the one-sided sequent calculus. A term $e^c$ denotes the complement of a regular expression $e$, i.e., $L(e^c) = \Sigma^* \setminus L(e)$.

\[
\begin{align*}
\Gamma, \varphi, \psi & \vdash \Gamma, \neg \varphi \land \neg \psi \\
\Gamma, \varphi \land \psi & \vdash \neg \Gamma, \neg (\varphi \land \psi) \\
\Gamma, \varphi \lor \psi & \vdash \neg \Gamma, \neg (\varphi \lor \psi) \\
\neg \Gamma, \varphi & \vdash \neg \Gamma, \neg \varphi \\
\neg \Gamma, x \in e^c & \vdash \neg \Gamma, x \notin e = f(x_1, \ldots, x_n) \\
\Gamma, x \notin e & \vdash \Gamma, x \notin f(x_1, \ldots, x_n) \\
\Gamma, x \in e & \vdash \Gamma, x \in e^c \\
\Gamma, x \notin e & \vdash \neg \Gamma, x \notin e = f(x_1, \ldots, x_n) \\
\Gamma, x \notin e & \vdash \neg \Gamma, x \notin e = f(x_1, \ldots, x_n) \\
\end{align*}
\]

for all the variables $x' \in X_{pat} \cup \{y_1, \ldots, y_k\}$. Again, only one copy of the value of each variable is retained.

Copyful PSSTs are only needed when removing $\$^+\$ and $\$^\dagger\$ from the replacement strings. To see this, consider the prefix preceding the first replacement in a string. If $\$^+\$ appears in the replacement string, this prefix will be copied an unbounded number of times (once for each matched and replaced substring). Conversely, references of the form $\$i$ are “local” to a single match. By having a separate variable for each occurrence of $\$i$ in the replacement string, we can avoid having to make copies of the values of the variables.

5 A PROPAGATION-BASED CALCULUS FOR STRING CONSTRAINTS

We now introduce our calculus for solving string constraints in STR (see Table 1), state its correctness, and observe that it gives rise to a decision procedure for the fragment $\text{STR}_{SL}$ of straightline formulas. The calculus is based on the principle of propagating regular language constraints by computing images and pre-images of string functions. We deliberately keep the calculus minimalist and focus on the main proof rules; for an implementation, the calculus has to be complemented with a suitable strategy for applying the rules, as well as standard SMT optimizations such as non-chronological back-tracking and conflict-driven learning. An implementation also has to choose a suitable effective representation of RegEx membership constraints, for instance using finite-state
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In particular, we use the fact that—for membership—RegEx can be complemented. We can conclude that

\[
\forall x \in a^+ \sum^*, x = y \cdot z, y \in a^+, z \in \sum^*, x = \text{replaceAll}_{a,b}(x)
\]

\[
\forall x \in a^+ \sum^*, x = y \cdot z, y \in a^+, z \in \sum^*, x = \text{replaceAll}_{a,b}(x)
\]

\[
\forall x = y \cdot z \land y \in a^+ \land z \in \sum^* \land x = \text{replaceAll}_{a,b}(x)
\]

![Fig. 13. Proof of unsatisfiability for (3) in Example 5.1](image1)

![Fig. 14. Proof of satisfiability for (4) in Example 5.2. FPE stands for Fwd-Prop-Elim](image2)

automata.\(^3\) In particular, we use the fact that—for membership—RegEx can be complemented. We denote the complement of \(e\) in a membership constraint by \(e^c\). Our calculus is parameterized in the set of considered string functions; in this paper, we work with the set \(\{\cdot, \text{extract}, \text{replace}, \text{replaceAll}\}\) consisting of concatenation, extraction, and replacement, but this set can be extended by other functions for which images and/or pre-images can be computed (see Section 5.2).

### 5.1 Sequents and Examples

The calculus operates on one-sided sequents, and can be interpreted as a sequent calculus in the sense of Gentzen [Gentzen 1935] in which all formulas are located in the antecedent (to the left of the turnstile \(\vdash\)). A one-sided sequent is a finite set \(\Gamma \subseteq \text{STR}\) of string constraints. For sake of presentation, we write sequents as lists of formulas separated by comma, and \(\Gamma, \varphi_1, \ldots, \varphi_n\) for the union \(\Gamma \cup \{\varphi_1, \ldots, \varphi_n\}\). We say that a sequent \(\Gamma\) is unsatisfiable if \(\land \Gamma\) is unsatisfiable. Our calculus is refutational and has the purpose of either showing that some initial sequent \(\Gamma\) is unsatisfiable, or that it is satisfiable by constructing a solution for it. A solution is a sequent \(x_1 \in w_1, x_2 \in w_2, \ldots, x_n \in w_n\) that defines the values of string variables using RegExes that only consist of single words.

**Example 5.1.** We first illustrate the calculus by showing unsatisfiability of the constraint\(^4\):

\[
x = y \cdot z \land y \in a^+ \land z \in \sum^* \land x = \text{replaceAll}_{a,b}(x)
\]

(3)

To this end, we construct a proof tree that has (3) as its root, by applying proof rules until all proof goals have been closed (Fig. 13). The proof is growing upward, and is built by first eliminating the conjunctions \(\land\), resulting in a list of formulas. Next, we apply the rule Fwd-Prop for forward-propagation of a regular expression constraint. Given that \(y \in a^+, z \in \sum^*\), from the equation \(x = y \cdot z\) we can conclude that \(x \in a^+ \sum^*\). From \(x \in a^+ \sum^*\) and \(x = \text{replaceAll}_{a,b}(x)\), we can next conclude that

\(^3\)Recall features such as greediness do not need to be modeled for simple membership queries as they do not change the accepted language.

\(^4\)Note here for convenience, in the regular constraints \(x \in e\), we write \(e\) as in classical regular expressions and do not strictly follow the syntax of STR, since in this case, only the language defined by \(e\) matters.
\( x \in b^+(a^*)^+ \), i.e., \( x \) starts with \( b \) and cannot contain the letter \( a \). Finally, the proof can be closed because the languages \( a^+\Sigma^* \) and \( b^+(a^*)^+ \) are disjoint.

**Example 5.2.** We next consider the case of a satisfiable formula in \( \text{STR}_{SL} \):

\[
x = y \cdot z \land x \in a^+ \land r = \text{replaceAll}_{a,b}(x)
\]  

(4)

Fig. 14 shows how a solution can be constructed for this formula. The strategy is to first derive constraints for the variables \( y, z \) whose value is not determined by any equation. Given that \( x \in a^+ \), from the equation \( x = y \cdot z \) we can derive that either \( y \in \epsilon, z \in a^+ \) or \( y \in a^+, z \in a^* \), using rule \( \text{Bwd-Prop} \). We focus on the left branch \( y \in \epsilon, z \in a^+ \). Since propagation is not able to derive further information for \( y, z \), and no contradiction was detected, at this point we can conclude satisfiability of (4). To construct a solution, we pick an arbitrary value for \( z \) satisfying the constraint \( z \in a^+ \), and use \( \text{Cut} \) to add the formula \( z \in a \) to the branch. Again following the left branch, we can then use \( \text{Fwd-Prop-ELim} \) to evaluate \( x = y \cdot z \) and add the formula \( x \in a \), and after that \( r \in b \) due to \( r = \text{replaceAll}_{a,b}(x) \). Finally, \( \text{Subsume} \) is used to remove redundant RegEx constraints from the proof goal. The resulting sequent (top-most sequent on the left-most branch) is a witness for satisfiability of (4).

### 5.2 Proofs and Proof Rules

More formally, proof rules are relations between a finite list of sequents (the premises), and a single sequent (the conclusion). Proofs are finite trees growing upward, in which each node is labeled with a sequent, and each non-leaf node is related to the node(s) directly above it through an instance of a proof rule. A proof branch is a path from the proof root to a leaf. A branch is closed if a closure rule (a rule without premises) has been applied to its leaf, and open otherwise. A proof is closed if all of its branches are closed.

The proof rules of the calculus are shown in Table 1. The first row shows standard proof rules to handle Boolean operators; see, e.g., [Harrison 2009]. Rule \( \notin \) turns negated membership predicates into positive ones through complementation, and rule \( \neg \) negative function applications into positive ones. As a result, only disequalities between string variables remain. The rule \( \text{Cut} \) can be used to introduce case splits, and is mainly needed to extract solutions once propagation has converged (as shown in Example 5.2).

The next four rules handle equations between string variables. Rule \( \neg\text{-Prop} \) propagates RegEx constraints from the left-hand side to the right-hand side of an equation; \( \neg\text{-Prop-ELim} \) in addition removes the equation in the case where the propagated constraint has a unique solution. The rule \( \neq\text{-Prop-ELim} \) similarly turns a singleton RegEx for the left-hand side of a disequality into a RegEx constraint on the right-hand side. As a convention, we allow application of \( \neg\text{-Prop}, \neg\text{-Prop-ELim}, \) and \( \neq\text{-Prop-ELim} \) in both directions, left-to-right and right-to-left of equalities/disequalities. Finally, \( \neq\text{-Subsume} \) eliminates disequalities that are implied by the RegEx constraints of a proof goal.

The rule \( \text{Close} \) closes proof branches that contain contradictory RegEx constraints, and is the only closure rule needed in our calculus. \( \text{Subsume} \) removes RegEx constraints that are implied by other constraints in a sequent, and \( \text{Intersect} \) replaces multiple RegExes with a single constraint.

The last three rules handle applications of functions \( f \in \{ , \text{extract}, \text{replace}, \text{replaceAll} \} \) through propagation. Rule \( \text{Fwd-Prop} \) defines forward propagation, and adds a RegEx constraint \( x \in e \) for the value of a function by propagating constraints about the arguments. The RegEx \( e \) encodes the image of the argument RegExes under \( f \):

**Definition 5.3 (Image).** For an \( n \)-ary string function \( f : \Sigma^* \times \cdots \times \Sigma^* \to \Sigma^* \) and languages \( L_1, \ldots, L_n \subseteq \Sigma^* \), we define the image of \( L_1, \ldots, L_n \) under \( f \) as \( f(L_1, \ldots, L_n) = \{ f(w_1, \ldots, w_n) \in \Sigma^* \mid w_1 \in L_1, \ldots, w_n \in L_n \} \).
Forward propagation is often useful to prune proof branches. It is easy to see, however, that the images of regular languages under the functions considered in this paper are not always regular; for instance, replace\textsubscript{pat,0\textsubscript{20}} can map regular languages to context-sensitive languages. In such cases, the side condition of Fwd-Prop cannot be satisfied by any RegEx \( e \), and the rule is not applicable.

Rule Fwd-Prop-\textsc{Elim} handles the special case of forward propagation producing a singleton language. In this case, the function application is not needed for further reasoning and can be eliminated. This rule is mainly used during the extraction of solutions (as shown in Example 5.2).

Rule Bwd-Prop defines the dual case of backward propagation, and derives RegEx constraints for function arguments from a constraint about the function value. The argument constraints encode the pre-image of the propagated language:

\begin{definition} [Pre-image] \textit{For an n-ary string function} \( f : \Sigma^* \times \cdots \times \Sigma^* \rightarrow \Sigma^* \) \textit{and a language} \( L \subseteq \Sigma^* \), \textit{we define the pre-image of} \( L \) \textit{under} \( f \) \textit{as the relation} \( f^{-1}(L) = \{(w_1, \ldots , w_n) \in (\Sigma^*)^n | f(w_1, \ldots , w_n) \in L\} \).
\end{definition}

A key result of the paper is that pre-images of regular languages under the functions considered in the paper can always be represented in the form \( \bigcup_{i=1}^k (L(e_i^1) \times \cdots \times L(e_i^n)) \), i.e., they are recognizable languages [Carton et al. 2006]. This implies that Bwd-Prop is applicable whenever a RegEx constraint for the result of a function application exists, and prepares the ground for the decidability result in the next section. For concatenation, recognizability was shown in [Abdulla et al. 2014; Chen et al. 2019]. This paper contributes the corresponding result for all functions defined by PSSTs:

\begin{lemma} [Pre-image of regular languages under PSSTs] Given a PSST \( \mathcal{T} = (Q_T, \Sigma, X, \delta_T, \tau_T, E_T, q_{0,T}, F_T) \) \textit{and an FA} \( \mathcal{A} = (Q_A, \Sigma, \delta_A, q_{0,A}, F_A) \), \textit{we can compute an FA} \( \mathcal{B} = (Q_B, \Sigma, \delta_B, q_{0,B}, F_B) \) \textit{in exponential time such that} \( \mathcal{L}(\mathcal{B}) = \mathcal{R}_{\mathcal{T}}^{-1}(\mathcal{L}(\mathcal{A})) \).
\end{lemma}

The proof of Lemma 5.5 is given in the long version of the paper [Chen et al. 2021]. Moreover, we have already shown in Lemma 4.7 that extract, replace, and replaceAll can be reduced to PSSTs. We can finally observe that the calculus is sound:

\begin{lemma} [Soundness] The sequent calculus defined by Table 1 is sound: (i) the root of a closed proof is an unsatisfiable sequent; and (ii) if a proof has an open branch that ends with a solution \( x_1 \in w_1, x_2 \in w_2, \ldots , x_n \in w_n \), then the assignment \( \{x_1 \mapsto w_1, x_2 \mapsto w_2, \ldots , x_n \mapsto w_n\} \) is a satisfying assignment of the root sequent.
\end{lemma}

\begin{proof} By showing that each of the proof rules in Table 1 is an equivalence transformation: the conclusion of a proof rule is equivalent to the disjunction of the premises. \end{proof}

### 5.3 Decision Procedure for \textsc{StrSL}

One of the main results of this paper is the decidability of the \textsc{StrSL} fragment of straightline formulas including concatenation, extract, replace, and replaceAll:

\begin{theorem} Satisfiability of \textsc{StrSL} formulas is decidable. \end{theorem}

\begin{proof} We define a terminating strategy to apply the rules in Table 1 to formulas in the \textsc{StrSL} fragment. The resulting proofs will either be closed, proving unsatisfiability, or have at least one satisfiable goal containing a solution:

- **Phase 1:** apply the Boolean rules (first row of Table 1) to eliminate Boolean operators.
- **Phase 2:** apply rule Bwd-Prop to all regex constraints and all function applications on all proof branches. Whenever contradictory regex constraints occur in a proof goal, use \textsc{Close} to
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close the branch. Also apply \(-\text{Prop}\) to systematically propagate constraints across equations. This phase terminates because \(\text{STR}_{\text{SL}}\) formulas are acyclic.

If all branches are closed as a result of Phase 2, the considered formula is unsatisfiable; otherwise, we can conclude satisfiability, and Phase 3 will extract a solution.

- **Phase 3:** select an open branch of the proof. On this branch, determine the set \(I\) of input variables, which are the string variables that do not occur as left-hand side of equations or function applications. For every \(x \in I\), use rule \(\text{Cut}\) to introduce an assignment \(x \in w\) that is consistent with the regex constraints on \(x\). Then systematically apply \(\text{Subsume}, \text{-Prop}, \text{Fwd-Prop-Elim}\) to evaluate remaining formulas and produce a solution.

\[\square\]

**Complexity analysis.** Because the pre-image computation for each PSST incurs an exponential blow-up in the size of the input automaton \(\mathcal{A}\), the aforementioned decision procedure has a non-elementary complexity in the worst-case. In fact, this is optimal and a matching lower-bound is given in the long version of the paper \cite{Chen2021}.

When \(\leftarrow\) and \(\rightarrow\) are not used, the PSSTs in the reduction are copyless, and the exponential blow-up in the size of the input FA \(\mathcal{A}\) can be avoided. That is, the pre-image automaton \(\mathcal{B}\) such that \(L(\mathcal{B}) = \mathcal{R}_{\tau}^{-1}(L(\mathcal{A}))\) is exponential only in the size of \(\tau\) and not the size of \(\mathcal{A}\). Hence, the exponentials do not stack on top of each other during the backwards analysis and the non-elementary blow-up is not necessary. Since the PSST \(\tau\) may be exponential in the size of the underlying regular expression, we may compute automata that are up to double exponential in size. The states of these automata can be stored in exponential space and the transition relation can be computed on the fly, giving an exponential space algorithm. More details are given in the long version of this paper \cite{Chen2021}.

Moreover, as the number of PSSTs is usually small in the path constraints of string-manipulating programs, the performance of the decision procedure is actually good on the benchmarks we tested, with the average running time per query a few seconds (see Section 6).

### 6 IMPLEMENTATION AND EXPERIMENTS

We extend the open-source solver OSTRICH \cite{Chen2019} to support for STR based on the calculus. In particular, it can decide the satisfiability of \(\text{STR}_{\text{SL}}\) formulas. The extension can handle most of the other operations of the SMT-LIB theory of Unicode strings.\(^5\)

#### 6.1 Implementation

Our solver extends classical regular expressions in SMT-LIB with indexed \texttt{re.capture} and \texttt{re.reference} operators, which denote capturing groups and references to them. We also add \texttt{re.*?}, \texttt{re.+?}, \texttt{re.opt}? and \texttt{re.loop}? as the lazy counterparts of Kleene star, plus operator, optional operator and loop operator.

Three new string operators are introduced to make use of these extended regular expressions: \texttt{str.replace_cg}, \texttt{str.replace_cg_all}, and \texttt{str.extract}. The operators \texttt{str.replace_cg} and \texttt{str.replace_cg_all} are the counterparts of the standard \texttt{str.replace_re} and \texttt{replace_re_all} operators, and allow capturing groups in the match pattern and references in the replacement pattern. E.g., the following constraint swaps the first name and the last name, as in Example 1.1:

\[
(= \ w \ (\texttt{str.replace_cg_all} \ v \\
(\texttt{re.++} \ (\_ \ \texttt{re.capture} \ 1 \\
(\texttt{re.+} \ (\texttt{re.union} \ (\texttt{re.range} \ "A" \ "Z") \ (\texttt{re.range} \ "a" \ "z") \)))))
\]

\[
\text{(str.to.re} \ " "\text{)}
\]

\(^5\)http://smtlib.cs.uiowa.edu/theories-UnicodeStrings.shtml
The replacement string is written as a regular expression only containing the operators `re.++`, `str.to_re`, and `re.reference`. The use of string variables in the replacement parameter is not allowed, since the resulting transformation could not be mapped to a PSST.

The indexed operator `str.extract` implements `extract_i, e in STR`. For instance,

\[
\text{extract}_{i, e} x
\]

extracts the left-most, longest sub-string of lower-case characters from a string `x`.

Our implementation is able to handle *anchors* as well, although for reasons of presentation we did not introduce them as part of our formalism. Anchors match certain positions of a string without consuming any input characters. In most programming languages, it is common to use `^` and `$` in regular expressions to signify the start and end of a string, respectively. We add `re.begin-anchor` and `re.end-anchor` for them. Our implementation correctly models the semantics of anchors and is able to solve constraints containing these operators.

OSTRICH implements the procedure in Theorem 5.7, and focuses on SL formulas. The three string operators mentioned above will be converted into an equivalent PSST (see the full version of the paper [Chen et al. 2021]). OSTRICH then iteratively applies the propagation rules from Section 5 to derive further RegEx constraints, and eventually either detect a contradiction, or converge and find a fixed-point. For straight-line formulas, the existence of a fixed-point implies satisfiability, and a solution can then be constructed as described in Section 5. In addition, similar to other SMT solvers, OSTRICH applies simplification rules (e.g., Fwd-Prop-Elim, =-Prop, Subsume, Close, etc in Table 1) to formulas before invoking the SL procedure. This enables OSTRICH to solve some formulas outside of the SL fragment, but is not a complete procedure for non-SL formulas.

### 6.2 Experimental Evaluation

Our experiments have the purpose of answering the following main questions:

**R1**: How does OSTRICH compare to other solvers that can handle real-world regular expressions, including greedy/lazy quantifiers and capturing groups?

**R2**: How does OSTRICH perform in the context of symbolic execution, the primary application of string constraint solving?

For **R1**: There are no standard string benchmarks involving RegExes, and we are not aware of other constraint solvers supporting capturing groups, neither among the SMT nor the CP solvers. The closest related work is the algorithm implemented in ExpoSE, which applies Z3 [de Moura and Bjørner 2008] for solving string constraints, but augments it with a refinement loop to approximate the RegEx semantics. For **R1**, we compared OSTRICH with ExpoSE+Z3 on 98,117 RegExes taken from [Davis et al. 2019].

For each regular expression, we created four harnesses: two in SMT-LIB, as inputs for OSTRICH, and two in JavaScript, as inputs for ExpoSE+Z3. The two harnesses shown in Fig. 15 use one of the regular expressions from [Davis et al. 2019] (`<re1>`) in combination with the replace-all function to simulate typical string processing; `<re2>` is the fixed pattern `[a-z]+`, and `<repl>` the replacement string "$1". The three paths of the JavaScript function `fun` correspond to the three queries in the

---

We considered replacing Z3 with OSTRICH in ExpoSE for the experiments. However, ExpoSE integrates Z3 using its C API, and changing to OSTRICH, with native support for capturing groups, would have required the rewrite of substantial parts of ExpoSE.
(declare-fun x () String)
(define-fun y () String (str.replace_cg_all x <re1> <repl>))
(push 1)
(assert (str.in.re x (re.++ re.all <re1> re.all)))
(check-sat) (get-model)
(pop 1) (push 1)
(assert (str.in.re x (re.++ re.all <re1> re.all)))
(check-sat) (get-model)
(pop 1)
(assert (not (str.in.re y (re.++ re.all <re2> re.all))))
(check-sat) (get-model)
(pop 1)
(assert (not (str.in.re x (re.++ re.all <re1> re.all))))
(check-sat) (get-model)
(pop 1)

function fun(x) {
  if(<re1>.test(x)) {
    var y = x.replace(<re1>/g, <repl>);
    if(<re2>.test(y))
      console.log("1");
    else
      console.log("2");
  } else
    console.log("3");
}

var S$ = require("S$");
var x = S$.symbol("x", "]");
fun(x);

Fig. 15. Harnesses with replace-all: SMT-LIB for OSTRICH (left), and JavaScript for ExpoSE (right).

SMT-LIB script, so that a direct comparison can be made between the results of the SMT-LIB queries and the set of paths covered by ExpoSE+Z3. The other two harnesses are similar to the ones in Fig. 15, but use the match function instead of replace-all, and contain four queries and four paths, respectively.

The results of this experiment are shown in Table ???. OSTRICH is able to answer all four queries in 95,175 of the match benchmarks (97%), and all three queries in 89,794 of the replace-all benchmarks (91.5%). The errors in 1,134 cases (resp., 1,135 cases) are mainly due to back-references in <re1>, which are not handled by OSTRICH. ExpoSE+Z3 can cover 228,888 paths of the match problems in total (91.2% of the number of sat results of OSTRICH), although the runtime of ExpoSE+Z3 is on average 18x higher than that of OSTRICH. For replace, ExpoSE+Z3 can cover 173,007 paths (66.7%), showing that this class of constraints is harder; the runtime of ExpoSE+Z3 is on average 8x higher than that of OSTRICH. Overall, even taking into account that ExpoSE+Z3 has to analyze JavaScript code, as opposed to the SMT-LIB given to OSTRICH, the experiments show that OSTRICH is a highly competitive solver for RegExes.

For R2: For this experiment, we integrated OSTRICH into Aratha [Amadini et al. 2019], a symbolic execution engine for Javascript. We compare Aratha+OSTRICH with ExpoSE+Z3 on the regression test suite of ExpoSE [Loring et al. 2017], as well as a collection of other JavaScript programs containing match or replace functions extracted from Github. In Table ??, we can see that Aratha+OSTRICH can within 120s cover slightly more paths than ExpoSE+Z3. Aratha+OSTRICH can discover feasible paths much more quickly than ExpoSE+Z3, however: on all three families of benchmarks, Aratha+OSTRICH terminates on average in less than 10s, and it discovers all paths within 20s. ExpoSE+Z3 needs the full 120s for 35 of the programs (“T.O.” in the table), and it finds new paths until the end of the 120s. Since ExpoSE+Z3 handles the replace-all operation by unrolling, it is not able to prove infeasibility of paths involving such operations, and will therefore not terminate on some programs. Overall, the experiments indicate that OSTRICH is more efficient than the CEGAR-augmented symbolic execution for dealing with RegExes.

7 RELATED WORK

Modelling and Reasoning about RegEx. Variants and extensions of regular expressions to capture their usage in programming languages have received attention in both theory and practice. In formal language theory, regular expressions with capturing groups and backreferences were considered in [Câmpeanu et al. 2003; Carle and Narendran 2009] and also more recently in [Berglund and van der Merwe 2017b; Freydenberger 2013; Freydenberger and Schmid 2019; Schmid 2016], where the expressibility issues and decision problems were investigated. Nevertheless, some basic
Table 2. The number of queries answered by OSTRICH, and number of paths covered by ExpoSE+Z3, in R1. Experiments were done on an AMD Opteron 2220 SE machine, running 64-bit Linux and Java 1.8. Runtime per benchmark was limited to 60s wall-clock time. 2GB memory, and the number of tests executed concurrently by ExpoSE+Z3 to 1. Average time is wall-clock time per benchmark, timeouts count as 60s.

<table>
<thead>
<tr>
<th></th>
<th>OSTRICH</th>
<th>ExpoSE+Z3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># queries solved within 60s</td>
<td># paths covered within 60s</td>
</tr>
<tr>
<td>Match</td>
<td>0 1 2 3 4 #Err</td>
<td>0 1 2 3 4</td>
</tr>
<tr>
<td>(98,117</td>
<td>422 249 751 386 95,175 1,134</td>
<td>3,333 9,274 36,916 48,594 0</td>
</tr>
<tr>
<td>benchm.)</td>
<td>Average: 1.57s</td>
<td>Average: 28.0s</td>
</tr>
<tr>
<td></td>
<td>Total #sat: 250,947, #unsat: 132,662</td>
<td>Total #paths covered: 228,888</td>
</tr>
<tr>
<td>Replace</td>
<td>4,170 2,463 555 89,794 — 1,135</td>
<td>5,281 18,221 69,059 5,556 —</td>
</tr>
<tr>
<td>(98,117</td>
<td>Average: 6.62s</td>
<td>Average: 55.0s</td>
</tr>
<tr>
<td>bench.)</td>
<td>Total #sat: 259,354, #unsat: 13,601</td>
<td>Total #paths covered: 173,007</td>
</tr>
</tbody>
</table>

Table 3. Results of Expose+Z3 and Aratha+OSTRICH on Javascript programs for R2. Experiments were done on an Intel(R)-Core(TM)-i5-8265U-CPU-@1.60GHz cpu, running 64-bit Linux and Java 1.8. Runtime was limited to 120s wall-clock time. Average time is wall-clock time needed per benchmark, and counts timeouts as 120s. #Err is the number of non-straight-line path constraints that OSTRICH fails to deal with and #T.O is the number of timeouts. Note that some paths may have already been covered before T.O.

<table>
<thead>
<tr>
<th></th>
<th>Aratha+OSTRICH</th>
<th>ExpoSE+Z3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># paths covered within 120s</td>
<td># paths covered within 120s</td>
</tr>
<tr>
<td></td>
<td>0 1 2 3 ≥4 #Err</td>
<td>0 1 2 3 ≥4 #T.O.</td>
</tr>
<tr>
<td>Expose</td>
<td>14 9 9 2 15 2</td>
<td>14 9 9 2 15 6</td>
</tr>
<tr>
<td>(49 programs)</td>
<td>Average: 4.66s</td>
<td>Average: 57.44s</td>
</tr>
<tr>
<td></td>
<td>Total #paths covered: 124</td>
<td>Total #paths covered: 121</td>
</tr>
<tr>
<td>Match</td>
<td>3 7 12 6 0 0</td>
<td>3 8 12 5 0 6</td>
</tr>
<tr>
<td>(28 programs)</td>
<td>Average: 5.19s</td>
<td>Average: 60.26s</td>
</tr>
<tr>
<td></td>
<td>Total #paths covered: 49</td>
<td>Total #paths covered: 47</td>
</tr>
<tr>
<td>Replace</td>
<td>12 20 6 0 0 0</td>
<td>15 21 2 0 0 23</td>
</tr>
<tr>
<td>(38 programs)</td>
<td>Average: 4.14s</td>
<td>Average: 95.34s</td>
</tr>
<tr>
<td></td>
<td>Total #paths covered: 32</td>
<td>Total #paths covered: 25</td>
</tr>
</tbody>
</table>

features of these regular expression, namely, the non-commutative union and the greedy/lazy semantics of Kleene star/plus, were not addressed therein. In the software engineering community, some empirical studies were recently reported for these regular expressions, including portability across different programming languages [Davis et al. 2019] and DDoS attacks [Staicu and Pradel 2018], as well as how programmers write them in practice [Michael et al. 2019].

Prioritized finite-state automata and transducers were proposed in [Berglund and van der Merwe 2017a]. Prioritized finite-state transducers add indexed brackets to the input string in order to identify the matches of capturing groups. It is hard—if not impossible—to use prioritized finite-state transducers to model replace(all) function, e.g., swapping the first and last name as in Example 1.1. In contrast, PSSTs store the matches in string variables, which can then be referred to, allowing us to conveniently model the match and replace(all) function. Streaming string transducers were used in [Zhu et al. 2019] to solve the straight-line string constraints with concatenation, finite-state transducers, and regular constraints.

String Constraint Solving. As we discussed Section 1, there has been much research focusing on string constraint solving algorithms, especially in the past ten years. Solvers typically use a
A combination of techniques to check the satisfiability of string constraints, including word-based methods, automata-based methods, and unfolding-based methods like the translation to bit-vector constraints. We mention among others the following string solvers: Z3 [de Moura and Bjørner 2008], CVC4 [Liang et al. 2014], Z3-str/2/3/4 [Berzish et al. 2017; Berzish, Murphy 2021; Zheng et al. 2015, 2013], ABC [Bultan and contributors 2015], Norn [Abdulla et al. 2014], Trau [Abdulla et al. 2017, 2018; Bui and contributors 2019], OSTRICH [Chen et al. 2019], S2S [Le and He 2018], Qzy [Cox and Leasure 2017], Stranger [Yu et al. 2010], Sloth [Abdulla et al. 2019; Holik et al. 2018], Slog [Wang et al. 2016], Slent [Wang et al. 2018], Gecode+S [Scott et al. 2017], G-Strings [Amadini et al. 2017], HAMPI [Kiezun et al. 2012], and S3 [Trinh et al. 2014]. Most modern string solvers provide support of concatenation and regular constraints. The push (e.g. see [Ganesh and Berzish 2016; Ganesh et al. 2012; Kiezun et al. 2012; Lin and Barceló 2016; Saxena et al. 2010; Trinh et al. 2014]) towards incorporating other functions—e.g. length, string-number conversions, replace, replaceAll—in a string theory is an important theme in the area, owing to the desire to be able to reason about complex real-world string-manipulating programs. These functions, among others, are now part of the SMT-LIB Unicode Strings standard.7

To the best of our knowledge, there is currently no solver that supports RegEx features like greedy/lazy matching or capturing groups (apart from our own solver OSTRICH). This was remarked in [Loring et al. 2019], where the authors try to amend the situation by developing ExpoSE—a dynamic symbolic execution engine—that maps path constraints in JavaScript to Z3. The strength of ExpoSE is in a thorough modelling of RegEx features, some of which (including backreferences) we do not cover in our string constraint language and string solver OSTRICH. However, the features that we do not cover are also rare in practice, according to [Loring et al. 2019]—in fact, around 75% of all the RegEx expressions found in their benchmarks across 415,487 NPM packages can be covered in our fragment. The strength of OSTRICH against ExpoSE is in a substantial improvement in performance (by 30–50 fold) and precision. ExpoSE does not terminate even for simple examples (e.g. for Example 1.1 and Example 1.2), which can be solved by our solver within a few seconds.

For string constraint solving in general, we refer the readers to the recent survey [Amadini 2020]. In this work, we consider a string constraint language which is undecidable in general, and propose a propagation-based calculus to solve the constraints. However, we also identified a straight-line fragment including concatenation, extract, replace(All) which turns to be decidable. Our decision procedure extends the backward-reasoning approach in [Chen et al. 2019], where only standard one-way and two-way finite-state transducers were considered.

8 CONCLUSION

The challenge of reasoning about string constraints with regular expressions stems from functions like match and replace that exploit features like capturing groups, not to mention the subtle deterministic (greedy/lazy) matching. Our results provide the first string solving method that natively supports and effectively handles RegEx, which is a large order of magnitude faster than the symbolic execution engine ExpoSE [Loring et al. 2019] tailored to constraints with regular expressions, which is at the moment the only available method for reasoning about string constraints with regular expressions. Our solver OSTRICH relies on two ingredients: (i) Prioritized Streaming String Transducers (used to capture subtle non-standard semantics of RegEx, while being amenable to analysis), and (ii) a sequent calculus that exploits nice closure and algorithmic properties of PSST, and performs a kind of propagation of regular constraints by means of taking post-images or pre-images. We have also carried out thorough empirical studies to validate our formalization of

7See http://smtlib.cs.uiowa.edu/theories-UnicodeStrings.shtml
RegEx as PSST with respect to JavaScript semantics, as well as to measure the performance of our solver. Finally, although the satisfiability of the constraint language is undecidable, we have also shown that our solver terminates (and therefore is complete) for the straight-line fragment.

Several avenues for future work are obvious. Firstly, it would be interesting to see how ExpoSE could be used in combination with our solver OSTRICH. This would essentially lift OSTRICH to a symbolic execution engine (i.e. working at the level of programs).

Secondly, we could incorporate other features of RegEx that are not in our framework, e.g., lookahead and backreferences. To handle lookahead, we may consider alternating variants of PSSTs. Alternating automata [Chandra et al. 1981] are effectively able to branch and run parallel checks on the input. We will need to model the subtle interplay between lookahead and references. Backreferences could be handled by allowing some inspection of variable contents during transducer runs. There is some precedent for this in higher-order automata [Engelfriet 1991; Masilov 1976], whose stacks non-trivially store and use data. However, the pre-image of string functions supporting RegEx with backreferences will not be regular in general, and emptiness of intersection of RegEx with backreferences is undecidable [Carle and Narendran 2009]. Decidability can be recovered in some cases [Freydenberger and Schmid 2019]. We may study these cases or look for incomplete algorithms.

Finally, since strings do not live in isolation in a real-world program, there is a real need to also extend our work with other data types, in particular the integer data type.
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